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0 Executive Summary

In this report, the approach taken to desigimg User Interfaces for the SPEEDD project is described.
The aim ofthis work package is to developdesignand evaludion approaches which are informed
by a robust theory of human decision making, which will extend theory and practice in Ergonomics
/ Human Factorsand which will lead to the development of novel display design concepts.

The report provides a short introduction to the field of Visual Analytics before introducing the main
strands of the Ergonomics / Human Factorstheory developed for SPEEDD. This begins with an
acknowledgement of the importance of Situation Awareness as a kéyut often underplayed) aim

for the designof Visual Analytics and then explores approaches to decision making. In particular,
SPEEDD is developing a novel approach to human decision which draws on concepts from
cybernetics.

In order to study how operators use information in their enironment to support decision making
SPEEDD employs ey&acking to collect data (in the field and in laboratories). The next section
reviews approaches to the analysis of eyracking data and explains how these approaches can be
related to the theory ofdecision making.

The approach to visualization design used in SPEEDD follows principles from Cognitive Work
Analysis (CWA) with the aim of developing Ecological InterfacesThe CWA approachused in
SPEEDD is reviewednd the approach toEcological Interface Designs considered h comparison to
other design approachesThe CWA results in a set of design assumptions which complement the
User Requirements proposed in deliverables 7.1 and 8.10n the basis of these assumptions, it is
possible to map User Iterface layout in terms of specific functions which need to be supported.
Assuming that each of these functions would be allocated its own area of results in a schematic
layout of the Ul. This schematic is then populated using objects which relate to tee functions.

The next section reports the Road Traffic ManagementJse CaseThe CWA views of the work
activity are presented. These views allow the analysis to determine which type of decision making
is performed in the system and what type of informdabn would best support such activity. In
particular, the analysis raises the question of how Situation Awareness is managed in the control
room at present and how this could be supported in future designs.

The second case study involves the specificatiaf the User Interface for Credit Card Fraud. In this
report, we have drawn our analysis from informal discussions with bank staff and from reviews of
related literature. This means that the description of activity is somewhat compromised by the lack
of access that we have been able to obtain. However, it should be borne in mind that Fraud
prevention is a highly secure environment and that banks are unwilling to publicly share
information (for reasons of customer confidentiality, commercial sensitivity andcrime prevention).
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Introduction

History of the document

Version  Date Author Change Description
0.1 29/9/2014 Chris Baber (WbB) Set up the documenand initial content
0.2 16/11/2014 Chris Baber (UoB) Credit card case study updated
0.3 22/11/2014  Xiuli, SS, CB\M, AH? Dedsion model updated
0.4 28/11/2014 CB User interface design setions updated
1.0 30/11/2014 CB Report delivered for SPEEDD review
1.0 9/12/2014 Federica Garin, Ivo Correia  Review and comments

CB, SS,NM
2.0 12/12/2014 Final version submitted

1.1 Purpose and Scope of the Document
This is the first report on activity under Work Package 5 (Redime Visual Analytics for Proactive

$AAEOQEIT 30bPbPI 00Qs8 10O OOAOAA ET OEA $AOAOCEDPOEITT
package is to explore the impact of redime proactive decision computation on human decision
i AEET C ET " EC $ AsArequird® BvioEsaAdd Bfi rés€agcld: the first focuses on

Ergonomics / Human Factors, particularly in terms of understanding the nature of decision making

in the SPEEDD use case domains; the second focuses on the design and evaluation of Visual
Analytics to suppat such decision making.In order to meet the primary objective, the Work
Package involves three tasks:

1 T5.1: Modelling DecisioaMaking as a Socid echnical Activity
1 T5.2: Defining Objective Metrics for Evaluating DecisieMaking
1 T5.3: RealTime Visualization for Human DecisionMaking

PV Y by
& Opservations

Utility
Functions |

_cwa

Figure 1: Strategy for WP 5
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As figure 1 highlights, h Work Package 5, we takeraErgonomics / Human Factors approach in
which work activity of practitioners is observed and described (using Cogtive Work Analysis)
which leads to a description of decision strategy (in the form of utility functions) and requirements
for user interface designs, which are evaluated through laboratory studies and presented to
practitioners.

T5.1 involves field study(where possible) of practitioners in the case study domains. To date, this
has only been possible for the road traffic management case study. We observed and interviewed
operators in situ (in the DIR CE control room in GrenobleFrancg. An initial desription of this
study was provided in report 8.1, where we presented a Hierarchical Task Analysis of operator
activity, together with a discussion of Situation Awareness and an initial set of user requirements
for the user interface. In the current repot, the analysis of operator activity is elaborated in the
form of Cognitive Work Analysis, which provides a systerevel view of activity in this domain.

A similar analysis is provided for the Credit Card Fraud case study, based on an extensive review of
literature and informal (off-the-record) discussion with personnel in three banks in Europe.
Gaining access to banks to discuss the manner in which Credit Card Fraud is managed has proved
problematic for this project and, where we have managed to gain eess, we have agreed to ensure
that all discussion is anonymised and that no material which represents commercial or financial
information is reported.

In this report, task 5.1 is reported and this represents thecompletion of this task (which was
scheduld to run from month 1 to month 11). It is possible that, should further information be
made available regarding the Credit Card Fraud use case, an addendum to this report is produced.

T5.2 involves the definition of objective metrics for decisiommaking. For the SPEEDD project,
decision-making is considered as the rational response to availabkxternal information and user
goals. This is described in terms of a novel theory of cognitively bounded rational analysis which is
being developed as part of ths project. To this end, we first need to develop an approach to the
capture of operator activity which allows us to determine how information is sampled and used.
For this project, we use eydracking as an approach to exploring information sampling andise.
This approach was successfully applied to the DIR CE control room during our field study, and is
being refined for use in laboratory studies for further investigation into decision strategies and as
the basis for evaluating user interface designsThe manner in which we present information to
usersaffectshow easilythey cansample this information, andalso haw easy it is forthem to relate
the sampled information to their current goals.

In this report, we outline the initial development of the tieory being explored in SPEEDD. The aim,
in this report, is to introduce the basic concepts. These concepts will be elaborated further during
the phase of laboratory trials which are planned for year 2 of the project.

T5.3 involves the specification anduild of user interfaces for the SPEEDD prototype. For this task,
we needed to provide a clear translation from the observation of operatoactivity (in the form of
Cognitive Work Analysis) to the specification of a user inteaice, and also to ensure thahe designs
operated effectively with the SPEEDD architecture in the form of a functioning prototype. This
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report focuses on the translation from CWA to interface design and the ways in which concepts of
Ecological Interface Design(section 6.2) have bea applied. A functioning prototype has been
produced and runs in the SPEEDD architecture. Future work will involve evaluation of the designs
(through both user acceptance testing and through laboratory evaluations to determine the impact
of different designs of decisionmaking) and the production of further generations of prototypes.

1.2 Relationship with Other Documents

This report builds on the Hierarchical Task Analysis (HTA) of Road Traffic Managent that was
presented in 8.1 and to the descriptionof the SPEEDD Architecture reported in D6.This report
also links to the User Requirements for the Credit Card use caaeD7.1.

In addition to the Ergonomics / Human Factors work in WP5, there has also been significant
contribution to the work on SPEEDDarchitecture (6.1). The examples of User Interface design
presented in this report not only relate to the underlying analysis and theory we present, but are
also functioning prototypes which operate under the SPEEDD architecture.
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Visual Analytics

2.1 Introduction

In SPEEDDa keyaim of WP5is to develop novel techniques for the design and evaluation of Visual
Analytics for Big Datathrough understanding the ways in which the users of these displays make
decisions The concept of Visual Analytics ais from the merging of research ito data analytics
with research in visualization (Keim et al., 201Q. Broadly, the role of data analytics is to discover
patterns and trends indata and the role of visualization is to present thespatterns and trendsto
the user who will then be able to interpret and understand them. Visual Analytics seeks to cement
this relationship between analytics ad visualization through closeintegration, such that the user
can manipulate the visualization in order to create newjueries for the analytics or can refine the
analytics (perhaps through modifying the thresholds or parameters that the analytics are applying,
in a form of directed learning). In this way, Visual Analytics is more than simply visualizing the
output of data analytics and offers new ways to allow people to interact with Bibata and complex
analytics.

As figure 2 illustrates, Visual Analytics is an amalgam of several disciplines, with visualisati@t the
core surrounded by data analytics and human perceptio, and the supporting (socio-technical)
infrastructure and evaluation at the outside (Keim et al.2010).

Infrastructure

Human perception
and cognition

Data
management

Visualisation | Data mining

Spatio-temporal
data analysis

Evaluation

Figure 2: The building blocks of visual analytics research (from Keim et al., 2010, p. 12)
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&SECOOA ¢ bPl AARAHe OdECd Wisul Aralytics  This could imply that the
interaction between human and computer will be through an individual interacting with a
visualisation. Key to the development of Visual Analytics is an appreciation of the Segiechnicd
Infrastructure in which the technology will be used (figure 3). This means that it important to
appreciate how Visual Analytics operates in a working environment in which other actors will
share information with each other, or will interact with systems outside the core Visual Analytics
system. While the data analytics for the SPEEDD project are dealt with in detail in other reports,
this report focuses on the socieechnical challenge of managing and interpreting data in the two
case study domains ofthe project. In the Description of Work, it was proposed that decision
making (for the SPEEDD case studies) needs to be considered in terms of the stedhnical
context in which the operations occur, and we have described these using Cognitive Work Amsgs.

—— Working environment

Visual analytics system

Visual interfaces 7
-
Data sources

Visualisations

¢!

Interaction techniques

Figure 3: Visual Analytics in a Socio-Technical System

Visual Analytics combines human perception and cogniton with automated data analysis
techniques,allowing the analystto control the construction of visualisations and the exploration of
dynamic data (Keim et al.2010). Visual Analytics has emerged because of the neamigo beyond
existing information visualisation research whentackling complex data This meansthat Visual
Analytics needs to be analysdriven. In other words, it is not sufficient to see the analyst merely as
the passive consumer of the output of data analytics but, rather, there is a need to design
visualisations which support @ O Eefploration of information pesented by visualisationgin] a
complex process of senseA E E {K€m et al., 2010, p. 116).The question of how people make
sense of the output of data analytics, both in terms of their decision making and in terms of
developing and maintaining situation awareness, is discussed §ecton 3.
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Keim et al. (2010) described the visuahnalytics processas a feedback loobetween knowledge
and data,involving the following stages:data, models, visualisaon and knowledge (figure 4). The
processbegins with data acqusition and transformation. Thesedata can be heterogeneous ahmay
require integration based on the meaning of the data rather than tye, a processdescribed by
Thomas and Cook (2005) as@hformation synthesisd Adjustments made by an analyst using
interactive visualisations will refine the data mocel(s). The final stag, knowledge, can arise from
the analyst gaining insight from the data and models, which then allow the analyst to seeknore
data or refine the models which, in turn, support automaticacquisition of data. Critical to this
PpOi AAOGOh &O0T I OEA AT AT UOO8O PAOOPAAOEOAR EO OEA N

Visual Data Exploration

O User interaction

Vlsuallsatlon

Mapping
Transformatlon
< > Model

visualisation K &g
T’ Data ) Model nowledge )
bundlng

Data
mining

Models
Parameter
refinement

Automated Data Analysis

Feedback loop

Figure 4: The visual data expl oration loop (from Keim et al., 2010, p. 10)

A repeated claim for Visual Analytics ishatitcanE AT B AT A1 UOOO CAET OET OECEO
they are facing (Thomas and Cook, 2005; Pousman et al., 2007). Insight has long been a subject of
AAAAOGA ET #1 Cl EOEOA OOUAETITCUEBA&ESAARAI BOAOEET OEEE
to a problem or is it the gradual piecing together of disparate information? (Bowden et al.0@5).

In the field of Visual Analytics, insight is a somewhat looser concept which relates to the capability

of the analyst to spot patterns in the data. Thisidl EAO OEAOh OAOEAO OEAT A O]
the displayed information, there is an analysdriven process in which displayed information is

combined with analyst knowledge in order todiscover patterns. In a study of bioinformatics

researchers, Saaiya et al. (2006) concluded that most OET OECEOO08 xAOA 11 0 OA
visualisation but by the experience of the analysts. Similarlfshack, Baber and Duncan (2015)

suggest that the manner in which people interact with Visual Analytics is not simpla function of

what is displayed to them, but a matter of how this display corresponds to their existing knowledge.

Further, it is is commonly known effect in cognitive psychology that people are reluctant to revise
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an opinion once formed, even in the fae of strong evidence. With our User Interface design, we
EIl PA 01 AAAOAOO OEEO EOOOA AT A AOOAAI EOE O0000 1 &
i DAT 1 ET A8 OACAOAET C Ai AOCEI C OOAT A0S

If interaction with Visual Analytics is influenced by denain knowledge then one cannot assume that
A OCi T A8 OEOOAI EOQAOGEIT xEl 1 COAOAdepatlerks ilhieAdldla OEA DA
if such patterns exist For instance, it might be possible (following assumptions from Gestdtieory)
that A ODPAOOAOT & AT OI A AA OAAT ET OEA AAOGA AOGAT xE}
pattern when there is no statistical pattern. This problem is made worse by the quantity of data
which are being displayed in Visual Analytics because the quatytiof data, coupled with the
selection and editing of parameters by the analyst, could create correlations which are statistically
reliable but practically meaningless (or at least misleading). Thus, allowing the analyst to play
around with parameters coud lead to visually compelling patterns which are artefacts of the data
rather than reflections of reality. Such nonsense correlations are for example shown on this website:
http://tylervigen.com/ , with e.g. trends fo the number people who drowned by falling into a
swimming-pool mapping onto the the number of films Nicolas Cage appeared i his also implies
that the manner in which someone interacts with a given visualisatiortould be affected by their
domain knowledge. For example, assume that insight might arise when disparate pieces of
information are presented together to present an interesting and unexpected relationship in the
information. This highlights that interaction between the person and the visualizatiorresults in the
pattern and, consequently, this interaction becomes a form of thinking (rather than simply the
manipulation of a display). Furthermore, if the person already knows some of this information,
they might not seek to display it. As such, it iplausible that the expert could miss connections
simply because information was not displayed in relation to other information, or the novice could
miss connections simply because they were unable to appreciate the meaning of different pieces of
informati on.

2.2 Challenges for SPEEDD

While the design of user interfaceg visualizations will involve software development and graphic
design (and integration with the SPEEDD architecture D6.1), we also want to develop a
methodology which allows us to creatadesigns from understanding operator activity. This requires
the development of a process which takes us from the observation of operators to the specification
of the visualization. By creating such a process, it is possible for design decisions to be watad
and audited. For Work Packag®, this process involves the development of an approach which
helps make a transition from operator activity (described using Cognitive Work Analysis) to the
layout of the user interface (reflecting assumptions of Ecolgical Interface Designsee 6.2

In addition, this Work Package involves the evaluation of the designs. We wanted to ensure that the
evaluation is informed by theory, and intend to develop a novel theory which addresses the
relationship between decision making and the visualization which is presented to support the
decision maker. From this perspective, it should be possible to provide objective evidence for the
ways in which visualization (and the output from the SPEEDD project) enhance or impair opéoa
decision making abilities.
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3 Situation Awareness and Decision -
Making

3.1 Introduction

In order to understand human cognition, this section discussesow the SPEEDD project will result
in developments in theories of Situation Aweenessand decision m&ing, and thecontribution of
these theoretical developmentgo the work being undertaken in the SPEEDD project.

3.2 Situation Awareness

In D8.1, it was proposed that a core requirement of the SPEEDD system to suppbg use case of
Road Traffic Managemenwas the capability to enhance operator Situation AwarenessAt its most
basic, Situation Awareness refers to the ability to know what is going on at a given moment in time.
The most commonly cited definition of Situation Awareness, is as follogs O $&ddegion of
elements in the environment within a volume of time and space, the comprehension of their meaning,
and the projection otheir status in the near futuré [Endsley, 1995] This definition is illustrated by
figure5h x EOE OA £A OsfRodk Araffiz IMardde etk &6 study.

Projecti on
Comprehension Level 3:

Level 2: predict future state /
Define properties of the incident consequences of action

and define appropriate response

Figure 5: Levels of Situation Awareness [from Endsley, 1995] applied to Road Traffic Management

Case Study

&ECOOA v EIi PIEAO OEAO OEA O1T1 A 1 £ OdoRAbingionfo 4 OA /EA
operators, sensors, algorithms etc.) is to collate sufficient information to allow a clear, consistent

AT A O1T Ai AECcOiI 660 AAEET EOEIT 1T &£ OEA AOOOAT O OEOOA
requires checking that the road and its use are performing according to expectations and not

showing any deviation from this. When deviation from normal does occur, i.e., an event or an

incident interrupts the normal stateh OEAT OEA OOUOOAI &6 1TAAAO O AA
important and comprehend the nature of the incident. In both perception and comprehension, the

key challenge lies in determining which information is salient, with further challenges arising from

the need to monitor multiple information sources sequentially. Following perception and
comprehension, the next step is to make predictions of what is likely to happen next, either in terms

of how the incident might develop or in terms of how the incident might respond to the
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interventions that the operators have made. A key chiehge here lies in the ability of the system to
makereliable predictions, over short or longer time scales.

3.3 Qualitative Descriptions of Decision Making

For the individual operator, Situation Awareness involve selecting the most appropriate

informatio n source and then analyzing the content of this source in order to make sense ofvith a

OEAx O O1 AAOOOAT A O while @eOsthal® to Griddrstardithe €cBpd GIMOE T 1
activity, there is little here to explainhow the actions are performed. This means that the SPEEDD

project requires a means of theorizing the cognitive activity that operators perform in order to

interpr et the displayed information. Relating Situation Awareness to Ecological Interface Design

(EID), we might expectoperators to be able to spot patterns in the data and then respond to these

by selecting a course actiorbased on a perceived event category It is interesting to contrast

guidance for the design of User Interfaces from the perspective of Situation Awakss with that

presented for EID. As Tablé& shows, there are strong similarities between the approaches (even if

OEA O1 AAOI UET ¢ OEAT OU AT A OEA OAOIETTITcCU OOGAA A
display of information and both imply the neel to represent the system in terms of user goals and

in terms of different levels of system operation and performance. For this report, the way in which

these dfferent levels are reflected isthrough the Cognitive Work AnalysisAbstraction Hierarchy

ieh ET OAOI O 1T &£ OEA OUOOAI 80 &O1 AGCETTAI 000DPI OAR
intended to achieve; the Values and Priorities, which act as constraints on system activity; the
Purposerelated and Objectrelated Functions, which definethe sub-goal and task structure of

system activity; the Objects, which define the information sources contributing to system activity).

2A1 AOA O1 1T PAOAOIT 08 O Represent function and meaimg in the image of a
the task ecology

Present information directly Design to support direct perception of visual
information

Assist system projection
Display global status Reveal underlying system process and constraints

Support globatlocal trade-offs

Support perception-action schemata

Take advantage of human parallel processin¢ Integrated capabilities permit more work with less
capability cognitive effort

Filter information judiciously
Table 1: Comparing EID and SA

Rasnussen (1983) proposed three modes ofhuman activity which he termed SRK ¢kill-based,
rule-based and knowledgebased activity (figure 6). SKkill-basedactivity involves the sort of direct
perception that has been alluded tén our discussion of Ecologial Interfaces and Direct Perception.
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In the use of visualizations, thigesults from the viewer spotting O E durreet OOAOASE 1T £ A OUO
order to notice deviatonsj ACAET 66 OI 1T A TT1T O0EIT T &£ A OAAOEOAA 0O/
state). TypiAAT 1 Uh OEA OEAxAO x1 O A AA AOOOI AA O EAOA .
match this to the displayed information. The schema might reflect the knowledge and experience of

an operator, or it might reflect the output of the SPEEDD analytics, g, in terms of predicted

deviations in system performance or in terms of suggested changes to the system state. thae

Fraud Use Case, the current state could, for example, represent the average (financial) value of
transactions on credit cards in a gien location, and the schema could relate to outliers against

these averages, i.e., such that transactions which are too high or too low could be flagged to the

operator. In skill-based activity, recognition of these patterns relies onbeing able to spot sch

changes in the displayed information.

Knowledge-based Activity
Analysis Decision Planning
N Rule-based Activity I
Recognition A i Selection of
— »| Association »| stored rules
] Skill-based Activity R 2N
R Sensing & Highly practised sensory
Perception motor behaviour patterns
Sensory input Actions

Rule-basedactivity, on the other hand, involves the application of known procedures tgearch for
deviations and to compare and check parameters in the state of a systenn this case, the viewer
would have a learned set of procedures and rules whiche/she follows in order to interpret the
displayed information. In terms of User Interfa@ design, this could mean that the user would need
to be able to select (or enter) queries and search terms to call up data which is not currently
displayed. The ability to decide which query to make would depend on operator experience and
the context inwhich he/she is operating.

The knowledgeAAOAA ADPDPOT AAEh AET Al 1 Uh ET & AGOANO AT ET OB,
explore the system in terms of its likely changes from the current stateln this case, the operator

would not be able to directly spa patterns of interest nor be able to apply known rules or

procedures. Rather the operator would need to engage in some form of investigation in order to

generate and test hypotheses to explain a set of observations.

Often, SRK is presented inthe form & OAAAEOET T 1 AA Aldv@,Goatbdsedadiidhd E OE A
correspond to knowledgebased activity, midlevel sequences of action correspond to rulbased
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activity, and low-l AOAT AAOEI 1 0 ABPDOEAARDABDEAO] ABEl0RtyOADOAOA
Figure 7 shows the decision ladder that was developed to describe fraud analysis.

Functional
Purpose

Manage potential
fraud activity

Decide if fraud is

. Evaluate
occurring
Gather further Resolve Review dfecisiq;lin
evidence Ambiguity terms otAposm e
action

Decide if further
action is required

Modify system /
Target state create new model

Decide if this
resolves story

\

# ° Test model
\

A

Decide if story is
suspicious

Speak to card holder

Develop story of . \
activity Identify State

Set of
Observations

Define Task

Review context of

activity
Check f \ R
eck output o ObseatiGRS \ Formulate procedure Decide if quel
system needs revision
\ \
\ \
\ A
» \ \ Write report on
System flags activity \\ Procedure fraud and action
taken
\\
\\
\
v
Fraud activity Activation Execution Implement model

Figure7: Decision Ladder (Control Task Analysis) for generic Credit Card Fraud Analyst Activity

Each of he different levels of activty identified in SRKrequires different information and, thus,

each could require different approaches to user interface design. While Visual Analytics often
ABDOAOOAOG OEA Cci Al 1 &£ OODDPI OOEI ¢ OET OECEO0O8 EI b
xEEAE AAT AOAAGA ORAT Qi EOEi E O& OEA AT OOAAO EIT OAC
to design the displays to allow operators to develop their own knowledge and experience. Thus,

what is required for SPEEDD ison the one hand, a theorywhich can support the concept of

AT 1T CEAAT )1 OAOZEAARA $AGELOAA EBRBHOEGUSAED AEODBHIT
interfaces, and on the other handa theory which can allow us to consider how operators select

information from multiple di splays and how these selections form the basis of their decision

making.
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In order to address the question of skilbased activity further, we take the idea of Recognition
Primed Decision Making(RPD)from Klein et al. (1986). An example of RPD is shown figure 8.

Experience the situation in a changing context

b
Mo L\
Seek mare ) .
infarrmation Is the Ef'f[uat“:'n
farmiliar?
Feassess situation
lves

Recognition has four aspects:

Mo

Are . |
expectancies |
violated?

F

Expectancies

fl
gl

Actions 1.0 )

Mental simulation of action ()

Modify

Implerment

Figure8: Process model of Recognition Primed Decision Making (fi€lein, 1989

As figure 8 illustrates,RPD combines situation assessmerfin terms of the activity beginning with

the operator experiencing the situaion and determining whether or not it is familiar) with mental
simulation of responses to that situation in order to define a plausible course of action.
O2AAT CTEQOEI T8 CEOAO OATOA T &£ Ei x OUDPEAAI OEA
this, in turn, gives an idea of reasonablactions to take The processes in RPD, thus, involve
defining goals identifying critical cues and expectations in available data through matching
features of the situation to the knowledge and experience of theepson; and then performing some
form of evaluation of possible courses of action in order to select an appropriate one. The
complexity of decision making arises from the need for evaluation (and the difficulties involved in
defining goals, cues and expect&ies).
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Klein (1999) elaborates on this process through the following actions which the operator might
perform:

1. Feature matching refers to the use of predefined and contexiree features to adopt a
hypothesis or to select between hypotheses.

2. Holistic matching involves generating inferences about the situation that lead to a meaningful
whole in terms of coverage and coherence.

3. Seeking more information involves the decision maker seeking more information regarding the
situation when unable to makea clear diagnosis.

4. Story building refers to the process of constructing stories in order to infer how a current
situation might have evolved from an earlier state.

5. Step-by-step belief updating refers to the way in which people change their judgment®r
beliefs over time, as they become aware of new information; it involves generating a hypothesis and
modifying it on the basis of new information.

6. Global belief updating OAEA OO O1 OEA ACCOACAOEIT 1T &£ All AO
diagnosis regading the situation.

7. Mental simulation involves the construction of a causal chain between the inferred, prior state
and the current, observed state.

8. Analogical reasoning involves the retrieval of a match to a prior case that can serve to identify
the dynamics of the situation.

From this brief discussion, the goal of interface design for SPEEDD will be to support Ecological
Interface Designs in ways which can allow operators to draw on skibbased activity and
Recognition-Primed Decision making. Howeer, it should be apparent that neither SRK nor RPD
offer quantifiable models of humandecision making. This means that, while it is possible to use
these approaches to inform and inspire design ideas, they cannbly themselves, provide a means

of measuring decision making. The measurement of decision making is essential to the SPEEDD
project because we intend to explore whether Visual Analytics can result in measurable
(quantitative) changes in the ways in which people make decisiorand to test whetherdecisions

are optimal.

3.4 Quantifying Decision Making

Both the SRK and RPD descriptions provide convenient qualitative descriptions of how people
might make rapid decisions. However, these lack the quantitative dimension that can allow us to
formally make predictions of decision making.There are several approaches that could be taken.
We could, for example, simply construct checklists (drawing on SRK or RPD) to determine when
(and for how long) operators engage in the types of task that these frameworlessume. Similarly,
we could use concepts fronheuristic decision making (Gigerenzer & Gaissmaier, 2011). Heuristics
are rules that are hypothesised to generate behaviours, which ignore some of the available
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information in order to allow operators to makefast decisions.Very broadly, heuristicscorrespond
Of 2A01 6OOAT A tbasededEcKidnl naliry.CFor @nple, one of the most popular
heuristics in information gathering and decisionmaking is TakeThe-Best (TTB), which claims that
people searchthe information according to its reliability, and make the decision immediately after
the discriminating information (e.g., positive for one choice and negative for the other choice)
between choices is foundRelating this to visualization, one might expet to capture the heuristics
that operators use, e.g., through observation and interview, and then seek to create designs which
reflect these heuristics. Such an approadould be effective in situations in which operatorsfind it
easy to articulate theirheuristics, where the tasks they perform are fairly consistent and standard,
and where it can be expected that (through training and experience) the operators approach the
task in much the same way. An initial study conducted for SPEEDD showed that tiperators in
the Grenoble DIRCE have developed idiosyncratic approaches to their work (Starke et al., 201
This suggests that designing for heuristics might, in this instance, result in designs which satisfy
some of the operators but which are unusableof others.

An alternative approach isto employ a Bayesian explanation of decision makingvhich posits that a

behaviour is explained to the extent that it corresponds to the optimal behaviour in the adaptation
environment (Oaksford & Chater, 2007)In terms of designing visuakation, this implies that the

manner in which the operator searches for information will change in terms of the layout of the

AEODPI AU AT A ET OAOI O T &£ OEA OOAI OAS 1T &£ EIT & OI AGEI
For SPEEDD we adog cybernetic appoach to human decision making(Baron & Kleinman, 1969;

Lewis, Howes and Singh, 2014). The cybernetic approach explains decision makindiqes as
adaptations tofeedback driven control.

3.5 A Cybernetic Decision -Making Theory

A cybernetic approach exphins decisionmaking policies as adaptations to feedback driven control.

Yyl 1060 ApPOi AAER xA AOOOI A OEAO OEA tomtBIQA®] 05O A~
The control policy is a probabilistic mapping from states to actions, where states dnactions are

customised for the task. The control policy is continually adjusted and tuned in response to

feedback. The optimal control policy is the policy that maximises the reward feedback signal. The

predicted behaviours maximise the reward feedbackignal given the constraints imposed by the

temporal and spatial requirements of the technological system and hypothesised human
information processing systemReward is commonly associated with a utility function.

The roots of our approach are in the workof Baron and Kleinman (1969) (see Lewis, Howes and
Singh, (2014)), and also in work on active vision (Hayhoe and Ballard, 2014). In particular, Baron
and Kleinman exploited control theory to model the operator of complex dynamical systems
including a range of cockpit scenarios. In their model of cockpit instrument modelling, the visual
sampling problem, for example, is considered in parallel with the control problem. Using a model of
the operator with a high-resolution fovea and lowresolution parafovea, hey showed how cockpit
instrument-monitoring behaviour depends explicitly on the control task. More recently, members
of the project team, Chen et al., (Vision Research submitted; ACM CHI submittstipw that this
approach can be useda well-known phenomena concerning visual search in both applied and
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laboratory tasks. Specifically, an optimal control model embedded with the assumptions of human
visual mechanisms (e.g., visual acuity degradation away from fovea, saccadic duration, and fixation
duration) offers explanations for the observed human behaviours in these visual search tasks (e.g.,
the gaze distribution, the search time, the saccadic seledty across colour and shape).Unlike
previous approaches to modelling decisiormaking, skills and rules ae an emergent consequence
of rational adaptation to (1) the ecological structure of interaction, (2) cognitive, perceptual and
motor limits (e.g., visual and/or motor constraints), and (3) the goal to maximize the reward signal

An overview of the optimd control approach is presented in Figure9. In general, the optimal
strategy could be derived by many formal approaches that require utility and reward functions, e.g.,
optimal control theory, dynamic programmingor reinforcement learning. In the pilot wark that we
have done for the project we have used-@arning, a reinforcementbased learning technique
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Figure 9: An overview of a cybernetic approach.
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In the optimal control approach, both the technological system and the husn information
processing system (e.g., visual system and/or motor system) are considered. Fig@dllustrates
one way of integrating the technological system and human information processing system
constraints (e.g., visual system and/or motor system) ito a control problem. Applied to the
SPEEDD road traffic control task (see Section 5), this approach will help us answer difficult design
conundrums. We are considering four case studies: (1) how to arrange information sources,
including traffic camera digplays, maps, forms, etc. over the entirety of the operator's visual field,
especially when the visual field, and therefore the display size, can be extended by reasonable head
and upperbody movements? (2) How to integrate advice from Artificial Intelligace with the
available situation information? (3) How to manage operator workload? And, (4) how to facilitate
communication between operator and other service personnel?

Consider in more detail the simple problem of arranging and scaling displays. One uisshere
concerns the tradeoff between clutter and salienceThe more spreadout a dispay (perhaps ove
an entire wall of monitors) then the less cluttered and more readily perceptible individual displays
become. However, also as displays are more spreaout, unattended displays can become less
salient because the largescale arrangement of the monitors means that more informatiofalls into
low-acuity peripheral vision (see Section 4pr may be inaccessible due to the need f@ubstantial
and repeated hed movements. The optimal control model can help us derive the optimal scaling
and spread parameters for the displays.

By way of contrast, consider what other approaches to decision making could tell us about this
design problem. The recognitiorprimed decision-making offers limited guidance for solving this
problem. While it tells us that experts do not do search and problem solving, it fails to help the
designer to understand the consequences of visual acuity and display arrangement for behaviour,
even fa expert operators. The heuristic decision making approach (Gigerenzer & Gaissmaier, 2011)
tells us that decision makers are likely to use noeompensatory strategies sometimes referred to

as fastand-frugal strategies in an effort to maintain high accuacy while minimising time costs.
These heuristics are claimed to be ecologically rational but it is unclear how they might be adapted
through extensive experience with a particular task environment such as those found in control
rooms. The Bayesian approdct can offer deep explanations of why people behave as they do and
indeed this approach has been exploited in Ideal Observer Theory (Geisler, 2011). But the goal in
Ideal Observer Theory is to establish the best possible estimate of the state; heuristic toh
AOOOI POETTO jAscsh 1 AgGEI EUET ¢ OEA ET &£ OI AGET 1
model behaviour.

In contrast to the other approaches, the optimal control approach derives predictions of the
operator's behaviour from a model of thetemporal costs of eye and head movements, a model of
how visual acuity degrades with eccentricity from the fovea, and the assumption that operators
optimise speed/accuracy tradeoffs. Unlike heuristics or RPD, n@ priori assumptions are made
about how dedsions are made in our approachThrough feedback, and experience, the behaviour of
the control policy comes to resemble decision heuristics, or recognitioprimed decisions or Bayes
optimal solutions. TheSPEEDD decisiomodel will be built on ideas outlned in Chen et al. (2013)
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and Payne and Howes (2013). It will be calibrated to eye and head movement data collectieding
the project (see section 4) and will be used to predict the consequences of information
visualisation systems being designed in Birmngham.

In detail, our approach is to model statedependent actions that minimise a measure of cost or
maximise a measure of goodness, given the specifications of both the technology system and
human information processing mechanism. In the bottom left foFigure 5, the information from the
external task is encoded by noisy perceptual processes (e.g., noisy vision system) to generate a task
relevant perception. This new observation is then integrated with the previous state into a new
state representation (the bottom right). The state estimation module implements the psychological
constraints imposed by visual and cognitive mechanisms. Subsequently, the optimal controller
module chooses an action on the basis of the new state and the current policy. Tiigial policy has

no control information and results in random action selections. The control policy is updated
incrementally (learned) as reward and cost feedback is received from the interaction. Hence,
through reward guided control optimisation, the policy converges on the optimal control policy that
maximises the reward. This interaction is thereby defined as a reinforceme#i¢arning problem.
The predicted response can then be compared to empirical data.

3.6 Challenges for SPEEDD

Having established a themetical framework which allows us to relate information search to
decision making, challenges for SPEEDD involves the collection of data (in the field and the
laboratory) which allow this theory to be tested. To this end, WP5 requires the development of
predictive (computer) models of decision making which are populated with data from human
decision making. The data that these models employ can be drawn from the dyacking studies
that are being undertaken. The rationale for these studies is given ihd next section. Ultimately,
the models will allow us to explore and evaluate alternative User Interface desigrgior to
presenting to users.
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4 Using Eye-tracking as a Metric for
Operator Performance

4.1 Active Vision

The striking feature about viET T EO OEA AEOAOAPAT AU AAOxAAT DPAOA
OEOOAT DPAOAADPOEI T d DPOI AAOGOEI C T £ OEODATI OO0OAx8 EI A
fused with memory, results in the impression of a complete and accurate rendering ohé scene

which we are examining(Snowden et al., 201P. However, this is an illusion An important aspectin

vision is the distribution of photoreceptors within the retina and the representation of this

recorded information in the visual cortex. Since a uniform sensor distribution on the retina would

result in an unmanageable amount of incoming informatiorfSnowden et al., 201, there is a high

density of coneswithin up to 1.5° to 2° visual angle (foveal vision with hig acuity) which rapidly

falls off towards the periphery (Snowden et al., 2012 As a result, only a small fraction of what we

see at any one point is rendered in high resolution, the remaining visual field rapidly falling off into

blur. This non-uniform information representation is further exacerbated by the disproportionate
AOOOEAOGOEIT 1T &£ AOAET AOAA O1 AOAAO 11T OEA OAOET Ah
/A A @bveyp and Rolls, 1974Rovamo et al., 1978 In order to assemble an accurate rendering of

a scene, we move our eyes in order to utilise processing abilities to an opal extent. These eye

movements typically occur 3 times per second during natural scene viewir{gdenderson, 2003, i.e.,
OOAAARDORGECETT O AOAAO T &£ ET OAOAGO EO OAOI AA O
AAT 1T AA OOI T (Kawter, D)0 OdEdérdto quickly and efficiently create a visual
representation of a scene, eye movements are directed strategically towards relevant information
sources(Hayhoe and Ballard, 2005, allowing us to make inference from eye movement patterns to

underlying cognitive processes(Henderson, 20@, Hayhoe and Ballard, 200%. There remains a

debate as towhether we build up a global representation of the viewed environment, or whether

we employA O1 T AAT h OOAT OE AT (ChapthdnA 2085. 11O &dBitdd @ hds bée®ET 1 &
highlighted that the perception of an accurate scene rendi&g stems from familiarity, without the

ability for recollection of specific detail(Chapman 2005). This is relevant in control room scenarios,

where the perceived awareness of the situation status may be an illusion resulting from familiarity

effects, potentially leading to the omission of important available data.

Early research oneye movaments (e.g.,Buswell, 1935 Yarbus, 1967 highlighted the relationship

between eye movement patterns andhe search goal of observersrarbus (1935) askedpeople to

look at pictures and answer questions about the scenes depictdde showed that observers would

look at questionspecific regions of the image (Figurel0). A OAAAT O OOOAU OAPAAOA
experiments, supporting the original claims that &sks can be decoded from attended region(8orji

and Itti, 2014).
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Figure 104, ! 1 £OAA 9 AOAOAS OAODAEOAABEIRAGEDE )8ws8 2APEI 80 DPEAO
Eye movement patterns depended on the information sought z each panel represents the observer
seeking information relating to one of seven different questions. From Yarbus (1967): Eye Movement s
and Vision, page 174.

SETAA "OO0xA1180 AT A 9AOAOCOATAAQGIOA OOAOCBB glidedH AA

eye movement has led to the research area of Active VisigRindlay and Gilchrist, 2003. Active
Vision assumes that we direct foveal vision to parts of a scene that is like¢o hold information we
AOA OAAEET ch OUDBMOX (AahoP dnd Eailadd] 2005 AQiteld&ré& direction is
OET 1 xIADAEOART C Atasks (Hemdersd) RO0F For tasks such as control room activities
and detection of patterns from multiple information sources in financial fraud analysis, we propose
that the active vision and knowledgedriven gaze control framework will provide insightful and

relevant metrics to understand human decision making based on eyteacking data.
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4.2 Eye-tracking related t o information sampling / decision making

In D8.1, we presenteda cursory overview of the eyetracking studies conducted in Grenoble DIRCE.
In this section, we elaborate on the analysis proces3he first step to data analysis typically
requires defining regions of interest (ROIs)within the examined scene. Here, it is important to
allow for pupil-size related error in gaze estimate from the eyetracking apparatus, which is
typically in the region of several millimetres and depends on the distance from theeen (accuracy

is hence typically given in degrees visual angle). In a control room task, these ROIs can correspond
to individual screens. In tasks such as fraud analysis, these regioosuld correspond to menus,
graphs and specific data sources. The dafiion of ROIs allowsus to quantify parameters associated
with visual attendance to known information sources In addition, basic metrics relating to saccade
amplitudes and dwell times can be defined independendf ROI definitions A comprehensive
description of eyetracking metrics is provided in a recent book(Holmqvist et al., 2013, which
details around 120 eyetracking metrics in four categories. movement measures, position measures,
numerosity measures and latency measures. In the following, we will describe selected metrics that
allow us to understand an | B A O A Gfor@d&tiéh sampling behaviour and more complex
parameters such as goal structre and schema. We intend to employ these metrics for the analysis
of our experimental eyetracking work in year 2 of the SPEEDD project, and we have already
started doing so whenanalysing data from year 1 (Starke et al., 20}5 Selected metrics are
visualised in Figure11.

Saccade frequency and amplitude

The two most commonly used metrics related to basic eye movements across a scene are saccade
frequency and saccade amplitude. Saccade frequency reflects the number of eye movements per
OAAT T A8 4EACAONA/OAMIT AO0OANOAT AWheredshd most@onimbnly Quetdd OA O E
figure for regular scene vewing is 3 saccades per secondeading for example is associated with a
higher saccades frequency of 4 to 5 saccades per secqhtEnderson, 2003. Even when attending

to a defined RO|participants commonly show saccadegerhapsto navigate betweenspecific items
within a ROI such as differentext passages or image contenSaccade amplitude reflects the size of

a gaze shift. In regular scene viewing, saccade amplitudes tend to be small or moderate, early work
highlighting that 15° or smaller is nomal (Bahill et al., 1975 Zangemeister and Stark, 198 The
saccade amplitude reflects the integration bperipheral information as well as prior knowledge: for
smaller amplitudes, it is more likely that the gaze shift was triggered after a feature in the periphery
demanded visual attention. This could be a flashing data field or the change in a graph. Ragér
saccade amplitudes, especially those that require significant head or even body movement, it is
more likely that the gaze shift was triggered by internalised knowledge. This could be a gaze stoft

a monitor of known location.
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Figure 11: Visualisation of selected eyetracking metrics. Panel 1: a small (A to B) and moderate (B to C)
saccade amplitude. The high intensity green at B indicates a fixation in between the two saccades.
Panel 2: a large saccade amplitude, correspon ding to a gaze shift between two regions of interest
(from a monitor displaying a road map to a CCTV feed). Panel 3: illustration of dwell times and
cumulative viewing times, simplified for explanatory purposes for three hypothetical observers.
Dwell times correspond to a continued attendance to a region of interest (here Ta, D1, D2, D3)
whereas the cumulative viewing time is the sum of all dwell durations. Panel 4: representation of
switches between regions of interest (taken from panel 3) for scan pattern  analysis.

Fixation duration and number of fixations

Directly related to saccade frequency are fixation duration and number of fixations. A higher
saccade frequency logically results in lower fixation durations. Fixation duration is an important
metric related to information extraction. In visual search tasks, items attended to for less than a
second are commonly not remembered on subsequent enquiChapman, 200%. In static images,
fixation duration is a very useful measure to understand decoding of different elements in a scene.
In tasks such as control rooms or analytics, where displayed inimation is dynamic rather than
static, an element of uncertainty is added: extended fixation durations may now correspond to the
monitoring of an evolving scene, or to problems understanding displayed information. It is
therefore important to understand and define stimuli characteristics before interpreting results
from tasksrelated to the SPEEDD project.
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Dwell time and cumulative viewing time

Dwell time is similar to fixation duration; however, while fixation duration relates to the raw eye
movement (typically thresholded to be within a defined range of movement and velocity), dwell
time relates to the duration for which the observer looks at a define®RO¥ it is the time from entry

to exit within a ROl.Long dwell times can either reflect normal decodingof a complex stimulus with

all attentional resources or the failure to decode a stimulus efficiently / effectively, respectively the
failure to understand a visual input. Concurrently, short dwelltimes may correspond to efficient
DAOOAOT OAKIE@PEOKIST 11 ADO ET £ Oi AGETT O1 O0AA8 #0i1 C
an observer attends to each ROI, which is typically expressed as a fraction of the total viewing trial
for that trial. Dwell times and cumulative viewing times allow to understanchigher level goals of an
observer and also to evaluate Ul design. Inferences can be drawn on how an observer structures
information accumulation across the available information sources, how long he/she interacts with
Ul components (compared to expected sage time) and how the ROI is being used, for example
frequently and for a short time of irfrequently but for a long time.

Time to first hit

4EA OOEI A O EEOOO EEOS6 NOAT OEZEAO OEA Al ADPOAA OE
time. This metric is useful for understanding the prioritisation of specific information sources:

when examining a scene, it is thought that gaze is directed towards the perceived most important
information source first (ref). Hence, contrasting time to first hitbetween different Ul designs and

between different observers allowsus to understand how displayed information is weighted and

how reliable it is judged to be.

Scan patterns

Scan patterns describe the sequence of fixated regions in a scene; the term hasrbproposed to
OAP1I AAA OEA OAOI OOAAT PDPAOEOS&h OET AA OEA 1 AOGOAO E
scientific community (Henderson, 2003. Scan patterns can be compared between observers and
scenes in many different ways. Historically, amongst the simpler methods is the string edit method.
It allows to compare similarity between s@n paths by calculating the Levenshtein distance based
on the number of insertions, deletions and substitutions necessary to convert one string into the
other (Brandt and Stark, 1997 Salvucci and Anderson, 2001l Using scan pattern analysis
facilitates the comparison of an observed usage pattern to an expected pattern (which a Ul is
designed for) or to examinerepeatability and variability in the scanning method between Uls,
observers, information arrangements etc.

Pupil dilation

Pupil dilation is a metric not related to eye movements but rather to dynamic changes in pupil
diameter while performing a visual task This metric can be derived from eyd#rackers as they
estimate pupil diameter for each recorded sample as part of the technical protocol. Pupil diameter
can change for two very different reasons. Firstly, pupils contract and expand based on the
luminance of the examined scene in order to control the amount of incoming light just as the
aperture of a camera. In this case, changes in diameter are a purely mechanical result of the scene
characteristics, which does not allow direct insight into cognition of te observer. Secondly, the
pupil diameter can change as a physiological emrrelate of mental task and decision procesgde
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Gee et al., 2014 In this case, pupil diameter allows a direct insight into (pr§ consciousdecision
making. By tracking the pupillary response, one can determine the feature of th&amined scene
that is associated with or triggered fundamental cognitive attributes such as cognitive load
(Kahneman and Beatty, 1968 problem solving (Hess and Polt, 1964Beatty, 1982 or surprise
(Preuschoff et al., 2011 Recently, pupillometry has been used to monitor decision making and
assocated factors such as responses in context of individual criterion and bias with great
sophistication in simple tasks that require a yes/no responséde Gee et al.,, 2014 This exciting
work suggests that pupil state in fact reflects the continuous decision making process and tracks
brain processes(de Gee et al., 2014 rather than solely reflecting the postdecisional state. It is
important that to utilise pupil dilation as a decision making metric, experimental design has to
tightly control for luminosity of the stimuli; this requires laboratory experiments.

4.3 Head movement and gaze shifts

Depending on thér amplitude, gaze shifts can be executed by eye movement alone or accompanied
by head movement and whole body movement. The integration of these three components depends
on physiological requirements and individual propensity: gaze shifts larger than 45% 50° visual
angle have to be executed in part by head movement simply because the eyes will not rotate further
within the head (Proudlock and Gottlob, 2007. Gaze shifts larger than 75° to 90° additionally need
rotation of the upper body due to the functional limits of head/neck rotaton (Proudlock and
Gottlob, 2007). For gaze shifts that can be executed without head movement, studies have noted
pronounced individual variation in the relationship between gaze shift with head movemen{Fuller,
1992, Stahl, 20031 Chapman and Corneil, 2008Thumser et al., 2008 Thumser and Stahl, 2009. As a
general rule, gaze shifts < 15° are typically not accompanied by substantial head movement
(Proudlock and Gottlob, 2007 Freedman, 200§. Due to inertia of head andbody, there is
commonly a lagfound between the onset and termination of rotational movements (see Figurg2),
where often movement commences in the order eyeg headz trunk z feet (Scotto Di Cesare et al.,
2013). In the 1980s, eyehead coupling was categorised into four different type¢Zangemeister and
Stark, 19824 4 UDPA ) OAZEAOO O OUTAEOITT 60 AUA AT A EAAA
was accompanied and followed by slower head movement, stabilising gaze while the head moved.
This pattern was found in 35% of subjects. Type Il refers to head movement onset following eye
movement completion, a pattern only rarely observed unless related to pathology. Type Il refers to
early head movement which starts before the eye saccade arebults in an initial velocity of the eye
before moving for the saccade; this type was found in 43% of subjects especially for larger gaze
shifts. Type IV refers to very early head movement, which is completed before the eye saccade
begins. This coupling type was observed infrequently especially when targets moved with large
amplitude, when subjects attempted very fast gaze shifts and when targets had low brightnebs.
this scenario, head movement may be more indicative of attention relocation than the ldged gaze
shift. Movement patterns between eyes and head are hence commonly not perfectly synchronised
with a gaze shift; rather, a gaze shift is often completed long before head and body come to a halt,
accomplished by the intricate interplay between oclar reflexes (Proudlock and Gottld, 2007).
Subtle differences in the latency between the onset of eyand head movement have further been
attributed to stimulus characteristics (Doshiand Trivedi, 2012).
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Head amplitude

Head contribution
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Figure 12: Movement sequence for a 60° gaze shift executed via both eye - and head movement.
Redrawn and adapted from Corneil (2011).

Inferences on cognitive activities from eye -head coupling

While physiological requirements and limits impose basic patterns on the coupling of eye and head
movement, variation in the detailed contribution of head movement to the gaze shift as well as the
coordination between eyes and heads has been highlighted both betweerifdient participants and
tasks (Proudlock and Gottlob, 2007Corneil, 2011). Part of the variation may stenfrom sometimes
artificially simplified laboratory settings that may not be representative of gaze shift behaviour in
the real world (Herst et al., 200). However, it is becoming ever more apparent that cognitive /
subconscious factors may influence coupling characteristics. Eyand head coupling has received
recent research interest in context of cue characteristics: in contextf enonitoring driver behaviour,
guantifying the latency between eye and head movement onset has given hope that the nature of
OEA CAUA OEEAZO AAT AA Al AOGOEAZEAA AO AT AT CATT OO0 j
(triggered by scene characteristicsvithout conscious control of the driver) and hence can serve to
warn drivers of dangerous attention relocation(Doshi and Trivedi, 2019. Recent work ha further
highlighted that aligning eyes and head may produce better performance during visual search tasks:
participants who performed standard visual search tasks underperformed when executing visual
search tasks with the eyes rotated laterallfNakashima and Shioiri, 2013.While this finding relates

to basic image processing abilities, it has also been hypothedisthat aligning eyes and head after a
gaze shift may disclose expectations of an observer regarding future gaze shifts: aligning eyes and
head would result in a new neutral orientation of the eyes, which makes a subsequent gaze shift
independent of the previous one (Proudlock and Gottlob,2007). If only the eyes were moved
without a head movement, a future gaze shift would be constrained by this abaxial eye orientation.
Eye and head coupling may hence also be expectation driven.
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Eye-head coupling metrics

Several metrics have been employetb characterise eyehead coupling during gaze shifts. The eye

head or latency (Scotto Di Cesare et al., 20)3s the time between the onset of eyeand head

movement; depending on the definition, this can take positive or negative values depending on

which is moving first. Thehead contribution(see Figure12q EO AAZET AA AO OAEAT CA
head that occurs during the gaze shift and actually contributes to the overall change in the direction

I £ OEA 1 E(FrBedniarE 200§ This Gsoin contrast to thehead movement amplitudg¢see

Figure 12dh xEEAE EO AAEET AA AO OEA OAEAT CA ET EAAA ¢
i T OAI AlFé&lman, 2009. Head movement amplitude is typically greater than head
contribution, since the head continues rotation while gaze has already reached a stationary fixation.

Other metrics include compensatory eye movemenwhich serves to stabilise the gaze during
continuing head movement(Schwab et al., 201p or features related to rotational velocity or
acceleration(Doshi and Trivedi, 2013.

4.4 Challenges for SPEEDD

The primary challenge for SPEEDD is the development of metrics to analyse ¢sgeking data.
Indeed, our initial work has resulted in advice to Tobii (in terms of dealing with missingnfrared
markers defining a global reference frame wthin the field of view in the analysis Starke et al. 2015,
submitted to ACM Tii§. It is proposed thatthe relationship between head and eye movement
warrants further investigation in the framework of natural tasks, building on the substantial body
of work established from laboratory stimuli and recordings, particularly focussing onin field
studies, and SPEEDD will make a significant contribution to this area. HEyacking provides an
essential means by which an operatds information search can be recaled. This will not only feed
directly into the decision models, but also provide a quantitative metric of the usefulness of
information in different visualization designs developed during the project. It also allows us to
compare information search in curent operations with potential changes arising from new User
Interface designs.
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5 Cognitive Work Analysis (CWA)

5.1 Introduction

The two case studies in SPEEDD lend themselves to different system characteristics. Rasmussen et
al. (1994) proposed thatsystems can be defined in terms of a continuum of characteristics which
range from causal (i.e., governed by definable laws) to intentional (i.e., governed by the intentions
of actors). In addition to this continuum, Rasmussen et al. (1994) classify sgats in terms of their
coupling to the environment, such that causal systems tend to be tightly coupled to their
environment, while intentional systems tend to be loosely coupled. The road traffic management
case study focuses on a system which is tightboupled to its environment and which is primarily
causal. In other words, while the behaviours of individual road users might be regarded as
intentional, the flow and behaviour of traffic as a whole can be described in terms of laws and the
role of the traffic managers could be seen as ensuring that the laws of this system aeing adhered

to. In terms of describing this case studysaa societechnical system, thekey issues would be to
appreciate the ways in which coupling within the system is managed1T A OEA 1T AOOOA 1T £
which are being applied by the different stakeholders. When incidents arises, the tight coupling

AAOxAAT OUOOAT AT A AT OGEOITTT AT O AOAAEO Al x1 AT A OEF
management thus becomes one in wth the key purpose is to reestablish the tight coupling and
AT O60OA OEAO OEA O1 Ax08 AOA T1TAA ACAET ADPDPI EAAS

In contrast, the credit card fraud case study could be considered as a system which is
predominantly intentional, in that fraudsters are continualy seeking noel ways to disrupt a
systemwhich, as a resultoscillates between tight and loose coupling with its environment. This
oscillation is meant to indicate that, in a well regulated system of credit card transactions (i.e., one

in which there is no fraud), there will be close coupling between the different components of the
system and the environment in which they operate and where there will be causal (i.e., rule
governed) system activity. From this perspective, fraud is an attempt to destalzé this tight
coupling in order to subvert the rulegoverned activity. In addition, fraudsters often aim to
minimize this obvious destabilization in order to prevent detection. The case study can be
considered as primarily an intentional system with loosecoupling with the environment. From the
perspective of a socilOAAET EAAT OUOOAI h EO EO TAAAOOAOU Of
the system appliesss ESA8h xEAO x1 Ol A Al 1T OOE O Geddithebaringd inAT 6 ET
which coupling shfts from tight to loose. Given the wide variety of fraudulent activity it is not

obvious how this shift in coupling can arise, and given the secrecy with which banks protect their

Ol Ax06 EO EO 110 AAOGU O AAOAOI Htyidresioiedk OOAE OEE &0

In order to understand both case studies, it is important to appreciate how coupling between
system and environment is established and managed, and in order to do this it is beneficial to
explore them as societechnical systems which areseeking to fulfil a specific purpose. Cognitive
Work Analysis provides a suite of methods which are intended to be used for such an exploration.
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5.2 The Phasesof CWA

Cognitive Work Analysis (CWA) focuses on what a systecould look like rather than what it does

look like (Rasmussen et al., 1994).In particular, the analysis seeks to move from the physical
appearance of the current system to the highevel goals that the systems and its operators are

seeking to achieve. Consequently, a primafpcus of CWA lies h mapping the constraints within

which decision and task activity can occur.) T OEEO OAOBPAAOh OEA OAOI OA
decision envelope in which operators can make decisions, e.g., in terms of the competing goals that

the operators and their system will be managing. It is this focus on the tradeff between

competing goals that makes CWA different from otheErgonomics / Human Factors approaches

which often focus on the tasks that operators perform.

CWA consists of five phases (Basitz et al., 2008; Burns et al., 2008; Chin et al., 1999; Jenkins et al.,
2009; Naikar et al., 2006; Naikar and Sanderson, 2001; Rasmussen et al., 1994; Vicente, 1999). The
order in which the phases are performed tends to work from the outside in, i.erpfn organisational
considerations to individual skill profiles.

The first phase is Work Domain Analysis (WDA). WDA maghe 'big picture' of the work domainin
terms of the relationship between the goal (or Functional Purposeof the system as a wholeWork
Domain Analysis describes the ways in which the Functional Purpose of a system (on the first row
of figures 16 and 23 is achieved through the use of specifiactions on specific physical objectsand
against specificconstraints in the system. ForOEE O AT Al UOEOh OEA OAIT 1 OOO0OAE]
aspects of performance whib the system values and which iseeks to prioritise. This systemlevel
view shows how different elements of the system might contribute to theFunctional Purpose
(rather than assuming, for instance, that there is only a singlentity controlling the system). The
first pass of building the Abstraction Hierarchy is to work downwards from the~unctional Purpose

to the values and priorities which contribute to, and constrain, thachievement of this purpose, and
then to work upwards from the objects that actors are able to use and ¢hactivities that they
perform. Thus, the next step is to consider the Physical Objects (the fifth row of figure 1) that are
used to support activity. The objects that we have included here are illustrative (rather than a
complete set). The intention is to indicate the range of sources of information which the system
uses in its activities. From these objects, we define Objaetiated functions, whichindicate ways in
which actors in the system make use of these objects. This, in effect, captures the material from the
observations, interviews and literature review to help explain the processes thatpeople in the
system are likely to follow. In this step, the aim is to work upwards from the bottom of the
hierarchy to the Values and Priorities of the system. In order to do this, the final step is to relate the
Purposerelated Function to the Values and Priorities through the Purposeelated Functions of he
OUOOAI jxEEAEh ET AZEZAAO OADPOAOAT 6O OEA OCI Al 08
Functional Purpose The Functional Purposein WDA refers to the total system and the individual
physical objects represent the components or subsystems asahin in Abstraction Decomposition
Hierarchy (ADH). This diagram maps the elements of the WDA on to an abstract concept of the
system as a whole: decomposed in terms of System, Subcomponent and Component.
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The second phase is Social Organization and Coogion Analysis (SOCA), which concerns the
division of functions between actors in the socigechnical system. This takes the Objegtlated
Functions from the ADH and maps these to the actors who might perform thertfigures 17 and 24)
The aim of this andysis is to indicate which functions are performed by individual actors and which
might be performed by more than actor. In cases where a function is performed by more than
actor, the question arises as to how these different performances might either avap or otherwise
influence each other.

The third phase is Control Task Analysis which establishes what needs to be done for the system to
fulfil its purpose, exemplifying possible pathways between input states and output decisions. It is a
mapping of information processing structures that the system as a whole needs to navigate.
AUDPEAAT T URh #110011 4A0E '1TAITUOGEO EO DPOAOGAT GAA

The fourth phase, Strategies Analysis, concerns the routines that could beed to carry out the
activities identified in Activities Analysis. We do not explore Strategies Analysis in this report.

The fifth phase, Skills and Worker Competency Analysis, concerns the mapping between the
required competencies of workers and the gstem constraints, and is typically performed using the
SRK taxonomy (Skilbased, rulebased or knowledgebased (Rasmussen et al., 1994; Vicente,
1999). These are also not the focus of this report.

5.3 Challenges for SPEEDD

While the methods for conducing CWA are generally well established, the process of translating
from CWA description to User Interface design remains more of an art than a science. A challenge
for SPEEDD is to refine the approach to Ecological Interface Design in a way which allows f
consistent and coherent generation of User Interface designs from CWA.
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6 Principles of Display Design

6.1 Proximity Compatibility Principle

The Proximity Compatibility Principle (PCP) is based on the assumption that associated
information should be positioned together. This might seem obvious, but it raises two difficult

challenges forHuman Factor8 4 EA AEOOO EO xEAO 1T A 1T AAT O AU OA«
this translates into a design recommendation.Wickens (1997) suggestedd x | /£l DOOTE iEE OU 8
which will be consideredhere:

i OEODPI AU b Olpédpd vitllGerdisplagsad Bethdy associated not simply because
they are adjacent to each other, but also because they share common features, such as
colour, scale, shape, code. Imadin A AEOPI AU xBEKXEOBAGTI AEDQOA K
amber, green) for warnings against different measures, and that this display has a series
of line-graphs indicating different aspects of system performance. If three of these
i AAOOOAOG OMOAE GMOMOBA AT A A Al OOAODBI T AET ¢ O/
line-graphs, it is plausible to assume that the operator will group those three red
indicators into a single percept and then seek to interpret this alarm state (as opposed
to responding to each indicator in turn and then combining this information into an
explanation).

i. Jask / processingD OT GEI EOQU8h xEEAE EO AAZET AA AU OEA
obtaining information about a particular system state. There are two main forms efsk
/ processing proximity. Nonintegrative proximity relies on similarity of cues, while
integrative processing proximity relies on the active combination of information
through computation and decision making. When a task demands attention to be
divided between several sources of information, then an integrative display produces
superior performance, but when the task demands attention be focused on single
sources of information then nonrintegrative display produces superior performance
(Carswell and Widkens, 1987; Carswell, 1992; Wickens and Carswell, 1987, 1995). This
supports Woods (1988) proposal that design should aim to support information
extraction by the operator (in terms of allowing the operator to respond to emergent
properties which they caninterpret on the basis of their experience and knowledge)
rather than simply for information availability which requires the operator to search
and combine specific pieces of information.

,,,,,,

polygon display in figure 13. At one level,the polygon display presents parameters which the
operator needs to monitor and manage. At another levet,presents O E Bperéting AT O A lofitt2 A 6
system. Rather than seekig to maintain control of each parameter separately, the operator will
(more likely) trim the process in order to keep the envelope within limits and, as this envelope
becomes distorted, the operator will focus attention on specific parameters.
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Figure 13: Example of a Polygon Display

Hollands (2012) offersthe General Compatibility Framework(figure 14), which takes as it input

the notion of Stimulus z Mental Model z Response (SMM-R). The SMM-R draws on two
representations: the mental model of the person and the layout of the controls to which the person
has access. The representations link to the display representation via Mental Model Compatibility
(MMC) and SRC, and these relationships further evoke Task CompatibililyQd), Data Compatibility
(DC) and Ecological Compatibility (EC). While TC and DC are covered by the concept of PCP, the
guestion of Ecological Compatibility is considered in the discussion of Ecological Intace Design in

the next section.
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Figure 14: General Compatibility Framework (Hollands, 2012)
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6.2 Ecological Interface Design

The concept of Ecological Interface Design (EID) developed from Cognitive Work Analygse

section 5)8 yT OEEO ADBDOI AA Bvb cofnBtdtions. | TReirstObhrfowihgifrahE A AT 8 E
"EAOT T80 jpweowg AT TAADPO T £ AEOAAO DPAOAADPOEITT 1A
movement) is that people excel at perceiving patternsFor User Interface design, this leads to the

assumption that people are able to perceive meaning of objectdirectly (i.e., with no need for

cognitive intervention) when the situation in which they encounter those objects provide a suitable

context for interpretation. Thus, viewers can directly perceive physical gbcts as being separate

from their background, that these objects can be picked up and that, having been picked up, the

objects can be used for specific purposes, e.g., clicking, draggihgy

In order to be effective diagrams like figure13 require a statement of the key parameters that

AAREET A A OUOOAI AT A A Al AAO EI1 ATidiAvddutes theisétBond EAO OC
ATT1T1TOAGETT 1T &£ OGAATT T CU8 ET %) $d A 50A0 )1 OAOEAAA
constrains the ways in which information is interpreted and defined to be salient or meaningful.

Within this task ecology, it is plausible to assume that different people will interpret the

information in different ways (according to their current tasks, goals, expeénce and training).
Thus, € AaslA AT 1 T cU8 T &£ A OUOOAI EO AAEET AA AU OEA OAT ¢
constraints that these states place on people interacting with the system. This means that, in

addition to presenting information in a manner that the viewer can directly perceive, it is also

important to represent the structure of the system with which the person is interacting (and the

actions which are possible for that person).The gquestions which immediately arise, therefore, are

xEAO EO OEA OOUOOAI 6 OEAO EO AAEI C xiI OEAA xEOEh |
[

OEEO OUOOAI 8 YT T OEAO x1 OAOGh OEA A AOO EO EO
described in terms of the problem space in which humans nka decisions, the sort of tasks and

decisions that humans perform and make and the constraints which affect performance of these

activities.

Yy £ A CIT Al T &£ 50RA0 )1 OAOZEZAAA AAOGECT EO O bDHOIi OEAA

that this view supports the Situation Awareness (sectior8) of the stakeholders who engage with
the system. We reiterate that the stakeholders need not be represented by a single group of users
but could be different groups with different information needs. In tlis report, the SPEEDD User
Interface design is primarily focused on those stakeholders who will be directly interacting with the
outputs of the analytics (e.g., traffic control room operators and fraud analysts). However,
subsequent work will consider ways in which User Interfaces for other stakeholderscould be
designed.

Visualising Functional Purpose and Values and Priorities

At the highest level, the CWA Abstraction Hierarchy presents the Functional Purpose of the system
as a whole. This indicates th intended purpose of the system. It is possible that a simple display of
performance against this purpose could be presented. For example, if tegstem is intended to
respond to incidents as quickly as possible, then this display could show the averagme spent
responding to incidents, perhaps over time and perhaps against targets or against historical data.

= D5.1 Ul Design



38

Obviously the usefulness of such a display would depend on the nature of the work and the
perceived benefit that stakehotlers feel it provides.

At the next level of the Abstraction Hierarchythe Abstract Function (values and priorities) would

AR OAEI AAOGAA AU OEA 1 AET seBkh@dtd hahr@dd e QA @latiors A OO U O
between these. Often EID is applied in Process Indtiss and so these variables tend to be mass,

energy, flow etc. Figure 15 shows an example of theUser Interface designed for a cement

processing plant (Passen, 1995). By way of explanation of the Functional Purpose and Values and

Priorities of the system, it is not possible for the operator to directly observe how finely cement

powder is being ground (but the fineness of the powder dictates the flow through the process but

also the speed with which the proces is completed). In figure B, the Functiond Purpose is

represented by the milling efficiency curve and the energy balance graphs at the top of the display

4EA 6A1 OAO AT A OOEiTI OEOEAO AOA OADOAOGAT GAA AO OCT .,
display: thermal energy, milling energy, ¢émperature, specific mixing energy). The operator is

seeking to maintain these outputs within tolerable limits. At the bottom of the display, data relating

to the Objects under consideration are displayed, i.e., parameters for particular aspects of the

process The relationship between the different displays is indicated by the lines on the display.
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Figure 15: Example of EID for cement processing plant (Passen, 1995)
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Visualising Purpose -related / Object-related Functions and Physical Objects

While figure 15E1 1 OOOOAOAO Ei x OEA OUOOAI 60 &O1T AOGETTAI 060
displayed, it can also be beneficial to present views of the subgoals (Purpastated functions),
tasks (Objectrelated functions) or information sources (Physical objects). These can either provide
cues for the operators to interact with the system at a lower level or can provide alternative means
of alerting operators to change in system state. Thus, for example, the output of a CCTWgFAl
Object) could be manipulated by the operator (Objeetelated function) in order to determine the
location of an incident (Purposerelated function). In this situation, it might further be useful for
the operator to be able to directly mark and recdl this information, say by marking this video
frame (and its associated metadata defining location, direction of view, time etc.) and capturing this
directly into the report.
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7/ Case Studyl: Road Traffic Management

7.1 Introduction

'O 11 OAA o&d TrafiiqpGoptrol ind®es the monitoring of traffic, responding to incidents
and influencing road user behaviour through the use of signs which can be updated remotely from
OEA AT1 0011 AA7T OOAo6s8 &T 11T xET C OEAludedEtdaOtheOAEEA A |

primary goals of operators in the control room could be summarized as:

Receive notification (from sensors, patrols, road users)
Determine incident type

Determine incident location

Determine incident impact

Initiate response

Monitor road user compliance

1 (Open) / Close incident log

=A =4 =4 -4 -4 4

While this provides an indication of how the operators might perform their task, the focus is very

i OAE 11 ETAEOEAOAT DPAOA&EI OIi ATAA AT A 1 AOO AOOAT OEI
system as a whole. Usi Cognitive Work Analysis, it is possible to extend this description to

consider all of the actors who contribute to the operation of the system.

7.2 Abstraction Hierarchy
In figure 16h xA EAOA OOAA OEA DPEOAOGA Oi AT ACAe oDiheAA T AD>
system.

Having defined a Functional Purpose, the next step is to define the Value and Priority Measures of
the system (the second row of figurel6). These represent those aspects of performance that the
system could use to indicate how well its performing. Through the interviews, we defined the
following aspects:

To ensure minimal congestion in the road network
To ensure minimal risk to road users

To enable minimal journey times for road users
To ensure informed road users

To support maintained infrastructure

To encourage compliant road users

To support immediate response to incidents

To produce an auditable record of activity

=4 =4 =8 =4 -8 -8 -8 -9

These aspects map quite nicely on to a generally accepted set of objectives for traffic management
which Folds et al.(1993) proposed and which have been well cited in the traffic management
literature:

1 Maximize the available capacity of the roadway system
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Minimize the impact of incidents (accidents, debris, etc.)

Contribute to demand regulation

Assist in the provisionof emergency services

Maintain public confidence in the control centre operations and information provision

=A =4 -8 =9

The main difference between the set that we derived and those offered by Folds et al. (1993)
concern the issues of providing support to the emergghU  OAOOEAAO j Al OET OCE
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control centre provision (which we do not include but which could relate to the priority for
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In order to develop the initial concept for a User Interface, it is useful to consider the relations
between the different Values and Priorities in the Abstraction Hierarchy. aking the perspective
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provides a highlevel, SocieTechnical Systems perspective on operations. This also raises the
guestion of who can be considered part of the system, which is explored using the Social

Organisationand Coopeative Analysis (SO®) diagram in the next section.
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Figure 16: Abstraction Hierarchy for Road Traffic Case Study
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